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Abstract

The curse of dimensionality refers to the diffi culty of including all relevant variables in

empirical applications due to the lack of suffi cient degrees of freedom. A common solution to

alleviate the problem in the context of open economy models is to aggregate foreign variables by

constructing trade-weighted cross-sectional averages. This paper provides two key contributions

in the context of static panel data models. The first is to show under what conditions the

aggregation of foreign variables (AFV) leads to consistent estimates (as the time dimension T is

fixed and the cross section dimension N →∞). The second is to design a formal test to assess

the admissibility of the AFV restriction and to evaluate the small sample properties of the test

by undertaking Monte Carlo experiments. Finally, we illustrate an application in the context of

the current account empirical literature where the AFV restriction is rejected.

Keywords: Curse of Dimensionality, Panel Data Models, Current Account.

JEL Classification: C12, C31, C33, F41



Non-Technical Summary

In open economy empirical applications it is not possible to estimate the influences of all po-

tentially relevant economic fundamentals for a large number of countries. The solution which is

commonly applied when estimating is to construct domestic variables relative to foreign variables,

where the latter are simply aggregated using trade or financial weights.

This paper illustrates how this practice might be not as innocuous as generally assumed, both

from a theoretical and empirical perspective. We proceed in three steps.

The first step consists in illustrating, in the context of a static panel regression model, the exact

conditions under which the parameters are consistently estimated when foreign data is aggregated.

We show that inconsistent estimates may be caused by a range of different reasons, such as the

presence of a large dominant economy or cross-sectionally dependent fundamentals. The inclusion

of a large sample in panel regressions may therefore not always be a “panacea”to the bias associated

with the Aggregation of Foreign Variables (AFV) restriction.

As a second step we design, and evaluate the performance via Monte Carlo experiments, of

a formal test to assess the admissibility of the AFV restriction in panel applications. We show

that this can be implemented rather easily by augmenting the panel regression with an additional

appropriate set of aggregate foreign variables, for example using equal weights. We prove how,

under the null that the parameters in the panel regression are estimated consistently, an F-test of

the redundancy of the additional regressors converges to a χ2-distribution.

The third step is to show an application of this test in the context of the literature on global

imbalances by estimating a static current account model using 14 fundamentals. All determinants,

except for the oil balance and net foreign assets, are constructed relative to trading partners, using

trade weights. Current account regressions are important from a policy perspective because they

are used to derive current account benchmarks and disequilibria. They are also used to evaluate

exchange rate disequilibria, after estimating/calibrating the responsiveness of exports and trade to

exchange rate movements. In our application we show that there is some uncertainty surrounding

the current account benchmarks which depends on the weighting scheme used to aggregate foreign

variables. The sensitivity analysis suggests that this is particularly relevant if one wishes to translate

the notion of external imbalance to a precise measure of exchange rate misalignment. In light of this

we perform our newly designed AFV test to identify whether the aggregation of foreign variables

may be problematic and find that it is strongly rejected (at the 1% critical level). This suggests that
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there might be an important bias coming from aggregation of foreign variables in current account

applications. This raises the questions of how common this failure might be in other open economy

applications.
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1 Introduction

In open economy empirical applications one cannot estimate the influences of all potentially relevant

variables. This is known in the literature as the “curse of dimensionality”. Over the years a number

of approaches have been developed to overcome the dimensionality problem. For example, factor

models explore the co-movement among variables to shrink the data.1 Bayesian estimations, on

the other hand, reduce the parameter space through the imposition of priors, see for instance Del

Negro and Schorfheide (2004). Another approach, introduced by Chudik and Pesaran (2011), is to

apply restrictions on the coeffi cients which only become binding when the number of endogenous

variables tends to infinity.

The solution which is commonly applied in the open economy macroeconomic literature, how-

ever, is generally simpler: i.e. to aggregate the number of foreign variables in the dataset by

constructing cross sectional averages, typically using trade weights or financial or GDP weights.

This way of proceeding is common across major fields in the open economic literature, including

the applications related to the Purchasing Power Parity (PPP) hypothesis, foreign trade, current

account, equilibrium exchange rate models, and small open economy macroeconometric models.

This paper illustrates how this common practice may be not as innocuous as generally thought

both from a theoretical and empirical perspective.

The paper is structured as follows. Section 2 establishes in the context of a static panel model the

restrictive conditions under which the aggregation of foreign variables (AFV) provides consistent

estimates when the time dimension (T ) is fixed and the cross-section dimension (N) tends to

∞. Section 3 develops a formal test to evaluate the AFV restriction. It consists of estimating

an auxiliary regression and applying an F-test. The additional set of regressors are formed by

aggregating foreign variables using a set of weights that need to be granular (such as equal weights).

We show that the F-test converges to a χ2-distribution.

Section 4 investigates the small sample performance of the test by means of Monte Carlo ex-

periments. Section 5 provides a application taken from the empirical current account literature

Ca’Zorzi et al. (2012). Appendix A presents proofs and Appendix B derives a simple illustrative

multicountry model of current account derived from first principles.

A word on notation before proceeding: % (A) is spectral radius of matrix A and ‖A‖ =
1Dynamic factor models were introduced in economics by Geweke (1977) and Sargent and Sims (1977) and later

generalised to allow for weak cross sectional dependence by Forni and Lippi (2001), Forni et al. (2000) and Forni
et al. (2004).
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√
% (AA′) denotes the spectral norm of A. All vectors are column vectors denoted by bold small

letters. Matrices are denoted by capital bold letters. as = O(bs) states the deterministic sequence

as is at most of order bs. xs = Op (ys) states random variable xs is at most of order ys in probability,

and xs
q.m.→ ys states that xs converges to ys in quadratic mean.

2 Theoretical considerations on the impact of the AFV restriction

This section illustrates the perils associated with the AFV restrictions in a static panel framework.

For exposition purposes we consider a simple current account model, where in each country the

current account depends on real GDP per capita of all countries. A simple rational for this could

be that high per capita income countries might provide external financing to low per capita income

countries. In more formal terms, suppose there are N countries in the world economy, indexed by

i ∈ {1, 2, ..., N}, and let us define κit, as the ratio between the current account CAit and GDP, Yit.

In this simple model the current account positions κit of country i at time t is a function of ait

κit ≈ ait −
N∑
j=1

ωijajt, (1)

where ait = ln (Yit/Li) is the logarithm of real GDP per capita in PPP terms (a proxy for produc-

tivity), and the aggregation weights satisfy

N∑
j=1

ωij = 1 and ωii = 0 for all i. (2)

The framework is, however, general and applicable to many other open economy applica-

tions, where κit is the dependent variable and ajt the key fundamental in N countries with

j ∈ {1, 2, ..., N} . As discussed later an extension to multiple fundamentals is straightforward.

Turning more specifically to current account models, in Appendix B we derive a special case

of model (1) from first principles, where the aggregation weights {ωij} are a function of the size

of each economy in terms of GDP, see equations (B.10)-(B.11). More complex models could lead,

however, to a different set of weights, e.g. the aggregation weights could depend also on trade and

financial interlinkages and not just the size. Unless the structure of the model is fully specified the

true aggregation weights are generally not known.

If the true aggregation weights {ωij} were known, one could estimate the following linear model
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κit = βzit + ηit, (3)

where

zit = ait −
N∑
j=1

ωijajt, (4)

and ηit is an independently and identically distributed (IID) error term. However, since the weights

{ωij} are in general unknown, we shall refer to regression (3) as infeasible.

Let xit = ait−
∑N

j=1wijajt be a regressor constructed from the data, using the weighting scheme

{wij}. The feasible regression is:

κit = βxit + εit, (5)

where it follows that the error term

εit = β (zit − xit) + ηit = β
N∑
j=1

(wij − ωij) ajt + ηit (6)

is in general correlated with the regressor xit, and therefore the (pooled) least squares (LS) estimate

of β in the feasible regression (5) is in general biased and inconsistent for finite N (as T → ∞).

However, the inconsistency of β does not necessarily hold when N → ∞, which is the commonly

used asymptotics in panel estimations. For future reference, denote the pooled LS estimate of β in

the feasible regression (5) as β̂, which can be written as

β̂ =
(
x′x
)−1

x′κ, (7)

where x and κ are NT × 1 dimensional vectors of stacked observations.

We consider four different cases to assess the consequences of the AFV restriction in this static

panel framework. The extension of the analysis below to multiple regressors is straightforward.

2.1 Case 1: Weakly cross-sectionally dependent productivity {ait} in a world

without neighborhood effects

Suppose that the true aggregation weights {ωij} satisfy the following granularity conditions, in

addition to the normalization condition (2):
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‖ωi‖ = O
(
N−

1
2

)
(8)

ωij
‖ωi‖

= O
(
N−

1
2

)
for any i,j, (9)

where ωi = (ωi1, ..., ωiN )
′ is the vector of weights specific to country i. In terms of the special

case developed in Appendix B, letting the size of each country in terms of GDP be O (1) implies

ωij = O
(
N−1

)
(uniformly in i and j) and the conditions (8)-(9) are satisfied. This means that

each economy has a negligible impact on all other economies. We refer to this case as a world that

has no neighborhood effects.

Note that assuming conditions (8)-(9) hold is a much more restrictive assumption than what is

normally understood as the small open economy assumption in the literature, i.e. where a small

open economy is thought to have a negligible impact on the rest of the world as a whole but could

affect some of its neighbors significantly.

We also assume that productivity follows a stationary cross-sectionally weakly dependent process,2

in particular that

ait = ϑit, (10)

where ‖V ar (ϑt)‖ = ‖Σ‖ = O (1) and E (ϑt) = 0.

It follows that for any ad-hoc non-random or predetermined weights wi satisfying granularity

conditions (8)-(9),

∥∥V ar (w′iat)∥∥ = ∥∥w′iΣwi

∥∥ ≤ ‖wi‖2 ‖Σ‖ = O
(
N−1

)
, (11)

and therefore

awit =
N∑
j=1

wijajt
q.m.→ 0. (12)

This implies

zit − xit
q.m.→ 0, ηit − εit

q.m.→ 0, (13)

2See Chudik, Pesaran, and Tosetti (2011) for a definition of weak and strong cross section dependence and Pesaran
(2012) for the testing the null hypothesis of weak cross section dependence. See also Bailey et al. (2012) for a related
discussion on the characterization of patterns of cross section dependence.
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and the regressions (3) and (5) are asymptotically (for large N) the same. Thus as N → ∞ (and

T is fixed), the estimate of coeffi cient β in the feasible regression (5) is consistent for any ad-

hoc weights {wij}, even if different from {ωij} as long as they satisfy the granularity conditions.

Constructing cross sectional averages leads in this case to consistent estimates even if the weights

are not the "true" ones.3 However, the required conditions are quite restrictive.

2.2 Case 2: Strongly cross-sectionally dependent productivity {ait} in a world

without neighborhood effects

Turning to the second case, we keep the restrictive assumption of a world without neighborhood

effects but this time we allow productivity {ait} to follow a strongly cross-sectionally dependent

(CSD) process

ait = ϑit + γift, (14)

where ft is unobserved productivity common factor and γi is the corresponding factor loading,

which is assumed to be IID with mean γ 6= 0 and a finite variance.

It follows that

εit − ηit
q.m.→ (γwi − γωi) ft

q.m.→ 0, (15)

where both γwi =
∑N

j=1wijγj
q.m.→ γ and γωi =

∑N
j=1 ωijγj

q.m.→ γ, provided that both {wij} and

{ωij} satisfy conditions (2) and (8)-(9). Hence again, for large N , the infeasible regression (3) and

the feasible regression (5) are asymptotically the same. This implies consistency of β̂ (in the feasible

regression). However, if the factor loadings are not randomly distributed, but are deterministicO (1)

coeffi cients, then β̂ is consistent only when E |γwi − γωi| → 0. In short summary, a world without

neighborhood effects is not a suffi cient condition to guarantee consistency of β̂.

2.3 Case 3: Weakly cross-sectionally dependent productivity {ait} and a domi-

nant economy

The third case assumes that productivity {ait} is cross sectionally weakly dependent (CWD), as

in equation (10). However, it also considers that the world features a dominant economy. In

3When both vectors wi and ωi satisfy the granularity conditions, then the weights errors are bounded by
|wij − ωij | < K/N , for all i, j, where K <∞ is a positive constant that does not depend on N .
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particular, let us assume that the true weights {ωij} satisfy

ωi1 = O (1) , for i = 2, 3, ..., N , (16)

and
∑N

i=2 ωi1 is unbounded in N , while the vectors ωi,−1 = (0, ωi2, ..., ωiN )
′ satisfy the granularity

conditions, namely ∥∥ωi,−1

∥∥ = O
(
N−1/2

)
, (17)

and
ωij
‖ωi,−1‖

= O
(
N−1/2

)
, for any i and any j > 1. (18)

An easily intuitive scenario for the presence of dominant effects is one in which one economy say

j = 1 is ‘large’in the sense that the share of its output in the world economy is bounded away from

zero.

Furthermore, suppose that the weights {wij} used in the feasible regressions have the same

order of magnitudes as the unknown weights {ωij}, that is wi1 = O (1) and wi,−1 = (0, wi2, ..., wiN )
′

satisfy the granularity conditions. It follows that

kit − xit − δia1t − ηit
q.m.→ 0,

where δi = (ω1 − wi1) = O (1) in general. The dominance of one economy, for example the United

States, becomes a common factor for the remaining economies in the panel.4 The errors in the

feasible regression follow an unobserved common factor structure (in the limit as N →∞) and are

correlated with regressor xit :

εit
q.m.→ ηit + δia1t (19)

where δi is the corresponding factor loading. This implies inconsistency of β̂.

2.4 Case 4: Weakly cross-sectionally dependent productivity {ait} in a world

with neighborhood effects

In the fourth case productivity {ait} is again cross sectionally weakly dependent but this time we

allow for neighborhood effects while assuming that no economy is dominant. Let Ii ⊂ {1, 2, ..., N}
4See also Chudik and Pesaran (2012) for a related discussion in the context of a general infinite-dimensional VARs.
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denotes the bounded set of neighbors for the economy i,

ωij = O (1) and bounded away from zero for j ∈ Ii, (20)

and

ωij = O
(
N−1

)
for j /∈ Ii. (21)

Collect N×1 row vectors ω′i = (ω1, ω2, ..., ωN ), for i = 1, 2, ..., N , into N×N matrix Ω. In addition

to (20)-(21), we assume that the maximum absolute column sum matrix norm of Ω, denoted as

‖Ω‖1, is bounded in N , in order to rule out dominant economies.5

Suppose that {ait} follows a CWD process (10) with ‖Σ‖ = O (1). In this case,

κit = β


ait −

∑
j∈Ii

ωijajt︸ ︷︷ ︸
Op(1)

−
∑
j∈Ici

ωijait︸ ︷︷ ︸
Op
(
N−

1
2

)


+ ηit, (22)

where Ici ≡ {1, 2, .., N} \ Ii and

εit = β (zit − xit) + ηit
q.m.→ β

∑
j∈Ii

(wij − ωij) ajt + ηit. (23)

It can be seen that the residuals εit are correlated with feasible regressors xit, other than in the

special case where wij −ωij = O
(
N−1

)
for any j ∈ Ii holds. Therefore neighborhood effects could

lead to inconsistent estimates, if they are not appropriately captured by {wij}.

2.5 Summary of findings and implication for the empirical analysis

Summarizing the findings one can conclude that β̂ is consistent in all cases where zit − xit
q.m.→ 0

(uniformly in i). The inconsistency of β̂ can be caused by a set of different reasons, such as

neighborhood effects, the presence of a dominant economy, or by a special scenario of strongly

cross-sectionally dependent fundamentals. In the later two cases, the residual in the infeasible

regression follows a factor structure. To be able to distinguish between these different scenarios

would require both large N and large T panel, which is typically not possible. Given the likelihood

5The simple model developed in Appendix B where asset markets are complete and there is a single homogenous
good does not feature any neighborhood effects.
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that applying the AFV restriction could lead to inconsistent estimates, a test for the validity of

this restriction in panel regressions appears therefore warranted.

3 A test of the AFV restriction in panel regressions

Let T = 1, that is κi, for i = 1, 2, ..., N , is generated as

κi = βzi + ηi, (24)

where we drop time subscripts, zi = ai−
∑N

j=1 ωijaj , (as before ωij are the unobserved aggregation

weights and ωii = 0).6 For ease of exposition the analysis assumes that there is one regressor and

T = 1. However, to relax the assumption to the case k > 1 regressors and T > 1 time periods is a

straightforward extension when both T and k are fixed. Extension of the test to large N , large T

dynamic heterogenous panels is not straightforward and we leave it for future research.

The following assumptions are postulated.

ASSUMPTION 1 (Innovations) Errors ηi for i = 1, 2, ..., N are identically and independently

distributed with mean 0, variance σ2 <∞ and finite fourth moments uniformly bounded in N .

ASSUMPTION 2 (Regressors/productivity process)

(a) (Spatial model) Let

a = Rε (25)

where ε =(ε1, ε2, ..., εN )
′, εi for i = 1, 2, ..., N , are independently distributed with mean 0 and finite

fourth moments, and

‖R‖1 < K, ‖R‖∞ < K, (26)

where ‖R‖1 and ‖R‖∞ are the maximum absolute column and row sum matrix norms of R, re-

spectively, and K <∞ is a constant that does not depend on N .

(b) (Factor model)

a = ϑ+ Γf , (27)

where ϑ = Rε, matrix R and process ε satisfy conditions in Assumption 2.a, f is n × 1 vector of

unobserved common factors, n < K, E (f) = 0, V ar (f) = In, the fourth order moments of f are
6Aggregation weights ωi are function of all parameters of the structural economic model, are model-dependent,

and treated as unknown.
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bounded, and factor loadings are given by

Γ = τγ ′ +Vγ (28)

in which τ is N × 1 vector of ones, ‖γ‖ < K is non-stochastic n× 1 vector, and the rows of N ×n

matrix Vγ, denoted as vγi, for i = 1, 2, ..., N , are independently and identically distributed with

mean E (vγi) = 0, bounded variance
∥∥∥E (vγiv

′
γi

)∥∥∥ < K and bounded fourth moments.

Consider the following feasible cross section regression,

κi = β̂xi + εit, (29)

where the feasible regressor:

xi = ai −w′ia (30)

is constructed according to the weights wi, a = (a1, a2, ..., aN )
′, and β̂ is the feasible LS estimator

defined in (7). The null hypothesis of interest is consistency of the feasible regression, that is:

H0 : plim
N→∞

β̂ = β. (31)

The alternative hypothesis is H1 : plimN→∞ β̂1 6= β. Under the null we must have that xi−zi
q.m.→ 0.

Given assumptions 1-2, as shown in Section 2, the null hypothesis can be expressed as

H∗0 : elements of (ωi −wi) are uniformly bounded by K/N , (32)

where the constant K does not depend on N . Note that (ωi −wi) is the difference between the

true and the regression aggregation weights, and we shall refer to the vector (ωi −wi) as a vector

of weights errors. β̂ is consistent if the weights errors are small and bounded by K/N .

ASSUMPTION 3 Consider an auxiliary set of weights hi. Let us choose for any i ∈ N, a sequence

of vectors hi of growing dimension (as N → ∞) where hi = (hi1, hi2, ..., hiN )
′, for i = 1, 2, ..., N

satisfy the granularity conditions (8)-(9).
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Let us then augment the feasible regression (29) by an additional variable

ξi = h′ia. (33)

The following auxiliary regression is then considered,

κi = β̂xi + δ̂ξi + ei. (34)

The key contribution of the paper is to prove that, under the null that the parameters in the

panel regression are estimated consistently, an F- test of the redundancy (as N → ∞) of the

auxiliary regressor ξi converges to a χ
2-distribution (under certain conditions).

Proposition 1 More formally, suppose κi for i = 1, 2, ..., N is given by equation (24), and As-

sumptions 1, part (a) or part (b) of Assumption 2, and Assumption 3 hold. Then under the null

hypothesis H0 defined in (31) (i.e. (ωi −wi) satisfies (32)) and as N →∞,

F
d→ χ2 (1) , (35)

where

F =
RSSx −RSSxξ

RSSxξ
(N − 1) ,

RSSxξ is the residual sum of squares from the cross section regression of κi on {xi, ξi} and RSSx

is the residual sum of squares from the cross section regression κi on xi.

A proof of Proposition 1 is given in Appendix A.

This result is not trivial, since ξi is in general not redundant for finite N , and ξi can be Op (1)

as well as Op
(
N−1/2

)
, depending on the pattern of cross section dependence in the process a. This

test is robust to weak or strong forms of cross section dependence in a.

Remark 1 The granularity requirements in Assumption 3 is needed for the asymptotic distribution

of our test. If these conditions do not hold, then the F-test for the redundancy of ξi would not

necessarily attain the standard χ2distribution derived below (as N → ∞). A trivial example of

hi that satisfies Assumption 3 is the vector of equal weights (i.e. hij = 1/ (N − 1) for i 6= j and

hii = 0).
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As discussed earlier, under the null hypothesis xi converges to zi as N →∞, individual weights

errors are small, and ξi is (asymptotically) redundant. The null encompasses different scenarios

discussed in the previous section, where β̂ is consistent. In all these scenarios, the contribution of

ξi into the overall fit of (34) diminishes in N and the F statistic is distributed as χ2 (1).

Evidence of the statistically significant contribution of ξi to the overall fit of (34), on the other

hand, signals that xi is not suffi ciently close to zi and as a consequence a different set of weights

could approximate better zi. When xi does not converges to zi, then ηit does not converge to εit, β̂ is

no longer consistent and ηit can be strongly cross-sectionally dependent. The alternative hypothesis

of inconsistency of β̂ arises when the individual elements of (ωi −wi) are not diminishing in N ,

which could easily arise for instance in Cases 3 and 4 discussed in the previous section.

There are several typical candidates for wi in empirical applications. Typically choices are

weights based on trade shares, international portfolio holdings (if data is available) or GDP shares

(as in the illustrative example in the Appendix B). A straightforward choice for the auxiliary

granular weights hi is to assume equal weights.

4 Monte Carlo experiments

4.1 Data generating process

In order to investigate the small sample properties of the test, we undertake some Monte Carlo

experiments. We consider the data generating process given by (3), where we set β = 1, ηit ∼

IIDN (0, 1) for i = 1, 2, ..., N , and t = 1, 2, ..., T , and the variable zit is generated according to

(4). The productivity process is generated according to factor model (27) with n = 1 unobserved

common factor:

ait = ϑit + γift, (36)

where the unobserved factor ft is allowed to be serially correlated,

ft = 0.9ft−1 + vft, vft ∼ IIDN
(
0, 1− 0.92

)
, (37)

and the process ϑit is generated as a weakly dependent bilateral spatial AR(1) process,

ϑit =
aε
2
(ϑi−1,t + ϑi+1,t) + εit, (38)

13



where 0 < aε < 1, and εit ∼ IIDN
(
0, σ2ε

)
. As established by Whittle (1954), the unilateral spatial

AR(2) scheme

ϑit = ψε1ϑi−1,t + ψε2ϑi−2,t + εit, (39)

with ψε1 = αε + βε, ψε2 = −αεβε, αε =
(
1−

√
1− a2ε

)
/aε, and β−1ε =

(
1 +

√
1− a2ε

)
/aε,

generates the same autocorrelations as the bilateral spatial AR(1) scheme (38). The process ϑit

is generated using the unilateral scheme (39) with 50 burn-in data points (i = −49, ..., 0) and the

initialization ϑ−51,t = ϑ−50,t = 0. We set aε = 0.6, and choose σ2ε such that V ar (ϑit) = 1.

Two different options for factor loadings are considered:

(i) No common factor, so γi = 0 for all i. This means the productivity process is weakly

cross-sectionally dependent.

(ii) With a common factor, such that γi ∼ IIDN (1, 1), which means the productivity

process is strongly cross-sectionally dependent.

We also consider two different options for the weights used to aggregate the foreign variables:

a.) World without neighborhood effects. The first option for weights corresponds to a

world of many small economies with each economy having a limited impact on all other. Therefore,

the unobserved true weights ωij , for i, j = 1, 2, ..., N , are generated as

ωij =
ς ij∑N
j=1 ς ij

, with ς ij ∼ IIDU (0, 1) . (40)

This ensures that ωij = Op
(
N−1

)
, and

∑N
j=1 ωij = 1.

Weights wij in the feasible regressions (34) are different from the unobserved weights ωij and

are generated in a similar way , i.e.

wij =
ς̃ ij∑N
j=1 ς̃ ij

, with ς̃ ij ∼ IIDU (0, 1) . (41)

b.) World with a dominant economy. The second option for weights corresponds to Case

3 in Section 2, where the world consists of one dominant economy, taken to be country 1, and many

small economies. In this case the true unobserved weights are generated as follows

ωi1 = λi, and ωij = (1− λi)
ς ij∑N
j=2 ς ij

, (42)
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for i = 1, 2, ..., N , and j = 2, 3, .., N , where λi ∼ IIDU (−0.1, 0.1), and as before ς ij ∼ IIDU (0, 1).

This ensures that ωi1 = Op (1) for all i and ωij = Op
(
N−1

)
for all i 6= j.

The weights used in the feasible regression, wij , are assumed not to capture well the influence

of the dominant economy, but are generated in a similar way as ωij

wi1 = λ̃i, and wij =
(
1− λ̃i

) ς̃ ij∑N
j=2 ς̃ ij

, (43)

for i, k = 1, 2, ..., N , and j = 2, 3, .., N , where λ̃i ∼ IIDU (0, 0.4), and as before ς̃ ij ∼ IIDU (0, 1).

As we are interested in the size of the test, we run experiments for N = 25, 50, 75, 100, 200, and

T = 1, 2, 5, 10, 20. For each N , weights ωij are generated at the beginning of experiments and are

kept fixed across replications. All remaining stochastic variables are generated for each replication.

Altogether we run 2000 replication and we report rejection rates at 5% nominal level for the AFV

test (as specified in Proposition 1), where the feasible restricted regression is given by (5) and the

unrestricted regression is (34). We set hij = (N − 1)−1 for i 6= j and hii = 0.

In the case of a world without dominant economy (and without neighborhood effects), the null

hypothesis of the validity of the AFV restriction does hold in our Monte Carlo design, irrespective

of whether the unobserved common factor is present or not, and the rejection rate corresponds to

the size of the test. In the case of a world with one dominant economy, the null hypothesis of

the validity of the AFV restriction does not hold in our Monte Carlo set-up (again irrespective of

whether a common factor is present or not), and the rejection rate would correspond to the power

of the test. We also report bias (×100) and root mean square error (RMSE) (×100) of β̂ computed

based on (5).

4.2 Monte Carlo Results

The findings from the Monte Carlo analysis are summarized in Table 1 which consists of four parts.

The upper part presents results for the experiments without common factors, i.e. assuming

weakly cross sectionally dependent productivity in a world without neighborhood effects. This

corresponds to Case 1 in Section 2. In this case, β̂ should be biased, but consistent as N →∞ and

AFV restriction is admissible. This is confirmed by our findings. We see that β̂ is biased downwards,

but this bias diminishes as N increases. This is true for all values of T . RMSE also diminishes with

an increase in N , and we see also improvements along the time dimension T . However, due to the
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bias for finite N , RMSE cannot converge towards zero as T is increased without bounds, keeping

N fixed.

In the second panel of Table 1, we report the results of an experiment in a world without neigh-

borhood effects, but this time with productivity following a strongly cross-sectionally dependent

process (i.e. an unobserved common factor). This corresponds to Case 2 in Section 2. The results

are qualitatively similar to those without common factors. We see that the bias of β̂ diminishes

with an increase in N in the case of small open economies and the size for AFV test is again close

to 5%, although we see a slight deterioration when T = 20, suggesting the test becomes slightly

oversized when T is not small compared to N (6%-8% when T = 20).

Turning into the third panel of Table 1 we report the Monte Carlo experiment of a world in which

there is one globally dominant economy, and a weakly cross-sectionally dependent productivity (i.e.

no common factor) - this corresponds to Case 3 in Section 2. In this case the null hypothesis of the

AFV test will not hold and we see from the table that the bias of β̂, although small, is non-negligible

and does not diminish with an increase in N or T . For the small bias of β̂ under this Monte Carlo

set-up, we see that the power of the AFV restriction is admissible, with the rejection rates around

24%-92% for N = 75. Furthermore, the power increases with an increase with N and/or T .

The results with both strongly cross-sectionally dependent productivity (i.e. a common factor)

and a globally dominant unit are reported in the bottom panel of Table 1. They are qualitatively

similar to those without a common factor. We see that the bias of β̂ does not diminish with an

increase in N in the presence of a dominant unit. Indeed, the bias of β̂ in the presence of dominant

unit is slightly lower compared to the same experiment without common factor, but the power of

AFV test seems to be slightly higher, at least when T = 1 (and for all values of N), or when N = 25

(and regardless of T ).

5 Application to the estimation of current account regressions

There are several instances where the curse of dimensionality might apply. We propose here one

example from the current account literature which has recently gained in popularity. The empirical

literature on current accounts can be divided into two strands depending on the estimation strat-

egy. One strand of literature estimates dynamic specification for current account, see for instance
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Bussiere et al. (2006).7 The other strand of literature (Rahman (2008), Chinn and Prasad (2003),

International Monetary Fund (2006), Ca’Zorzi et al. (2009) and Ca’Zorzi et al. (2012)) estimates

static panel regressions using temporarily aggregated data.8

In what follows, we take the latter approach along the lines of Ca’Zorzi et al. (2012). Let xit

be k× 1 dimensional vector of macroeconomic fundamentals for country i in period t and let m be

the size of the temporal aggregation window and define the following temporal aggregates,

κi` =
1

m

m∑̀
t=m(`−1)+1

κit,

and

xi` =
1

m

m∑̀
t=m(`−1)+1

xit,

for ` = 1, 2, ...,MT , where M = [T/m] is the integer part of T/m. The following static model is

then estimated,

κi` = β
′xi` + εi`, (44)

where i = 1, 2, ..., N , and ` = 1, 2, ...,MT .

Chinn and Prasad (2003), or International Monetary Fund (2006), among others, set m = 4,

but we shall consider various choices of m to analyze the sensitivity of the results to this parameter.

An important step in the estimation is the choice of the determinants. We use a balanced

panel of 76 countries taken from Ca’Zorzi et al. (2012) where the following k = 14 regressors are

considered as plausible determinants of the current account: net foreign assets (NFA), oil balance,

investment, economic growth, fiscal deficit, income per capita, population growth, a measure of

civil liberties, openness, a measure of financial deepening, young and old age dependency ratios,

relative income squared and a dummy to capture the role of the Asian crisis. All determinants,

except for oil balance and net foreign assets variables, are constructed relative to foreign trading

partners. Economic intuition and the detailed description of these variables is provided in Ca’Zorzi

7The major drawback of this approach is that given the limited number of time-series observations typically no
more than 25-30 annual observations, and given the number of macroeconomic fundamentals is quite large, often more
than 10, then homogeneity of the short-run coeffi cients is typically imposed given the limited degrees of freedom.
However that has the implication that the level elasticities, which constitute the main object of interest, would be
biased when the short-run dynamics are in fact not homogenous across countries.

8The advantage of this approach is that it in fact can yield consistent estimates of the homogenous long-run
elasticities, even when the short-run dynamics are heterogenous, Pesaran and Smith (1995).
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et al. (2012).

We do not know what are the ‘true’weights in this model, as different model assumptions might

point to different sets of weights. We consider three alternative choices of weights: trade based, GDP

based and equal weights. Trade weights are the most common choice in open economy empirical

models. GDP based weights (constructed as a share of individual economies on the world output)

would be predicted by the theoretical model in Appendix B, which features complete markets.

Finally, equal weights are a trivial example of weights, which are granular by construction. The

trade weights are derived from bilateral trade flows between economies over the period 2004-2006

where the trade data is taken from IMF DOTS database while GDP weights are constructed using

the IMF World Economic Outlook data.

5.1 Empirical findings

The results for the level elasticities estimates are shown in Table 2 with all 14 variables included

in the panel regression. For each case m = (1, 4, 12) we report the results applying the three sets

of weights. The elasticities for most variables reveal a relatively limited sensitivity to the choice of

weights but for a few variables, such as the old age dependency ratio, the difference appears to be

more important. It is diffi cult to gauge the importance of results in Table 2, as small differences

in the level elasticities estimates might potentially be reflected in large differences in terms of

contribution to the fitted values. This might be the case if the aggregated foreign fundamentals

change sizably depending on the choice of weights.

Current account regressions are important from a policy perspective because they are used to

derive so-called current account benchmarks. These are thought to be helpful in the evaluation of

global imbalances and exchange rate disequilibria, after estimating/calibrating the responsiveness

of exports and trade to exchange rate movements (for a thorough discussion see Bussiere et al.

(2010)).

In our application, as it turns out, the average difference (in absolute value) of the derived

current account benchmarks across the three different weighting schemes is about 1 percentage

point of GDP. This difference might be not small in cases where the imbalance is not clear-cut.

The sensitivity analysis suggests higher uncertainty if one wishes to translate the notion of external

imbalance to a precise measure of exchange rate misalignment. A difference of 1 percent of GDP

in the current account benchmark might translate to 7-17 percentage points difference in the as-
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sessment of exchange rate misalignments using a fundamental equilibrium exchange rate (FEER)

framework for the G3 economies (USA, Euro Area and Japan).9

Given what we have just said above, we apply our test to our current account application to test

the admissibility of the AFV restriction. We do this by augmenting the Trade weighted and GDP

weighted regressions with a set of aggregated foreign regressors hi, which satisfy the granularity

conditions. We take the easiest possible example of granular weights, namely equal weights.

Table 3 reports the AFV test results for the 3 different temporal aggregation, i.e. m = (1, 4, 12).

We find that the AFV restriction is strongly rejected in both the case of trade and GDP weights.

Indeed, the rejections are rather strong, and are significant at the 1% critical level. This suggests

that there might be an important bias coming from aggregation of foreign variables in the estimation

of level elasticities in Table 2.

6 Conclusions

It is common in both theoretical and empirical models to aggregate economies in the rest of the

world into one ‘representative foreign economy’. A key contribution of this paper has been to

show in the context of a static panel model that the AFV restriction is admissible only in special

circumstances. We show that there is an interaction between (i) the choice of weights and (ii) the

presence of different forms of cross sectional dependence or neighborhood effects, which may lead

to inconsistent estimates.

A second contribution is to design a formal test to assess the admissibility of the AFV re-

striction. This test consists in augmenting the static panel regression with an additional set of

regressors derived with granular weights. We prove that under the null the parameters in the panel

regression are estimated consistently, a redundancy test of the additional regressors converges to a

χ2-distribution. Monte Carlo experiments confirm the validity of the test.

Our approach is applied in the context of the recent growing literature on global imbalances by

estimating a panel current account model using 14 fundamentals. In this example the test rejects

the AFV restriction, raising the questions of how common this failure might be in other open

economy applications. Overall we conclude that, both from a modelling and empirical perspective,

that the AFV restriction may well lead to inconsistent estimates. Therefore, more research appears

warranted on how to deal with the perils of aggregating foreign variables in panel data models.

9See the sensitivity analysis reported in Table 4 of Bussiere et al. (2010).
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Table 2: Estimates of level elasticities
Data shrinkage: unfiltered (m = 1) 4-year averages (m = 4) 12-year averages (m = 12)

weights: Trade GDP Equal Trade GDP Equal Trade GDP Equal
Variable

Initial NFA 0.035 0.035 0.034 0.034 0.035 0.034 0.030 0.032 0.030
(7.2) (7.6) (7.3) (5.7) (6.2) (5.9) (6.4) (7.2) (6.6)

Oil balance 0.122 0.121 0.118 0.112 0.111 0.104 0.121 0.116 0.108
(3.7) (3.5) (3.4) (2.8) (2.7) (2.5) (1.8) (1.7) (1.6)

Investment -0.182 -0.197 -0.180 -0.175 -0.186 -0.164 -0.137 -0.142 -0.118
(-5.0) (-5.1) (-5.0) (-3.7) (-4.1) (-3.7) (-1.7) (-1.7) (-1.4)

Ec. Growth -0.036 -0.052 -0.037 0.008 -0.036 -0.038 0.249 0.186 0.152
(-1.0) (-1.4) (-1.0) (0.1) (-0.3) (-0.4) (1.3) (1.0) (0.8)

Fiscal deficit 0.259 0.246 0.228 0.259 0.258 0.237 0.171 0.181 0.166
(4.6) (4.4) (4.1) (3.9) (3.7) (3.5) (1.9) (2.1) (2.1)

Rel. income -0.004 -0.006 0.000 0.001 -0.001 0.004 0.012 0.010 0.012
(-0.7) (-0.9) (0.0) (0.2) (-0.2) (0.8) (1.7) (1.3) (2.1)

Pop. Growth -0.423 -0.460 -0.387 -0.695 -0.714 -0.541 -1.046 -1.038 -0.874
(-2.8) (-2.9) (-2.8) (-1.9) (-1.7) (-1.4) (-1.9) (-1.9) (-1.6)

Civil liberties 0.0033 0.0032 0.0042 0.0041 0.0038 0.0050 0.0068 0.0062 0.0074
(1.6) (1.4) (1.9) (1.9) (1.6) (2.1) (3.0) (2.6) (3.0)

Openness 0.019 0.020 0.018 0.013 0.014 0.012 0.009 0.010 0.007
(2.8) (3.1) (3.0) (2.3) (2.6) (2.3) (1.2) (1.3) (0.9)

Fin. deep. 0.000 0.001 0.001 0.001 0.002 0.002 0.003 0.003 0.003
(0.0) (0.5) (0.6) (0.6) (1.1) (1.2) (0.9) (1.3) (1.3)

Dep. rat. old -0.083 -0.081 -0.031 -0.152 -0.145 -0.083 -0.197 -0.184 -0.132
(-1.2) (-1.2) (-0.5) (-2.1) (-2.0) (-1.1) (-2.4) (-2.3) (-1.6)

Dep. rat. young -0.076 -0.068 -0.053 -0.068 -0.062 -0.049 -0.045 -0.038 -0.028
(-3.6) (-3.3) (-2.5) (-3.0) (-2.6) (-1.9) (-1.5) (-1.2) (-0.8)

Rel. income sq. -0.0012 -0.0013 -0.0010 -0.0006 -0.0009 -0.0005 0.0009 0.0002 0.0005
(-1.8) (-2.3) (-1.7) (-0.8) (-1.5) (-0.9) (1.0) (0.3) (0.7)

Asian dummy 0.048 0.040 0.041 0.046 0.040 0.042 0.048 0.039 0.042
(3.6) (4.5) (4.4) (3.3) (4.3) (4.1) (2.3) (2.7) (2.7)

constant 0.002 -0.005 -0.004 0.002 -0.004 -0.006 0.002 -0.003 -0.011
(0.6) (-1.2) (-1.3) (0.6) (-1.0) (-1.8) (0.5) (-1.0) (-3.9)

Num. of countries 76 76 76 76 76 76 76 76 76
No. of obs. after
data shrinkage: 1900 1900 1900 456 456 456 152 152 152

Notes: Statistical significance at 5% level is highlighted by bold fonts. t-ratios are in parentheses.
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Table 3: AFV test results
hi: Equal weights

Data shrinkage: m = 1 m = 4 m = 12

wi

Trade weights 13.65 6.73 4.09

GDP weights 9.96 4.02 3.09

Notes: All rejections are significant at 1% level. 1% critical value for a random variable distributed as χ2 (r) /r with r = 12 is

2.185.
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A Proofs

Proof of Proposition 1. (a) First, suppose that Assumption 2.a holds. Since the least-squares

fitted values are the same for any linear combination of regressors, which preserves the dimension

of the space spanned by regressors, the F-test (35) is identical to the F-test constructed using the

set of regressors {xi, ui} in the unrestricted regression, where

ui =
√
Nξi =

√
Nh′ia. (A.1)

The F-test Fxξ can therefore be equivalently written as

Fxξ =
β̂u√
N

[
v̂s′2

(
X′X

N

)−1
s2

]−1
β̂u√
N
, (A.2)

where β̂u denotes the OLS estimate of the coeffi cient corresponding to the regressor ui in the

unrestricted cross-section regression of κi on {xai, ui}, X =(xa,u), u = (u1, u2, ..., uN )
′, s2 = (0, 1)

′

and v̂ is the usual estimator of variance of residuals in the unrestricted regression. In particular,

β̂u = s′2 (X
′X)−1X′κ, and v̂ = ê′ê/N , where ê = κ−X (X′X)−1X′κ.

Note that κi = βxi + ηi + β (ωi −wi)
′ a. First we show that N−

1
2
∑N

i=1 uiηi converges to a

normal distribution. Let

cNi = V ar (ui) = V ar
(√

Nh′ia
)
= Nh′iΣhi, for any i ∈ {1, 2, ..., N} , and any N ∈ N, (A.3)

where the subscript N is used to emphasize the dependence on N . Assumption 2 and 3 imply

cNi = O (1). It follows that

lim
N→∞

1

N2

N∑
i=1

c2Ni = 0, (A.4)

and

limsup
N→∞

1

N

N∑
i=1

cNi <∞. (A.5)

Define

ZNi =
uiηi

σ
√∑N

i=1 cNi

(A.6)

and let {FN} denote an increasing sequence of σ-fields (FN−1 ⊂ FN ) such that ZNi is measurable
with respect to FN . Note that {ZNi,FN} and

{
Z2Ni − E

(
Z2Ni

)
,FN

}
are martingale difference

arrays (E (ZNi | FN−1) = 0 by Assumption 1, and E
(
Z2Ni − E

(
Z2Ni

))
= 0 by definition.) Further-

more, since the fourth moments are finite,
[
Z2Ni − E

(
Z2Ni

)]
is bounded in L2 norm and therefore

{∣∣Z2Ni − E (Z2Ni)∣∣} is uniformly integrable. (A.7)
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Using a martingale weak law (Davidson (1994), Theorem 19.7), equations (A.4)-(A.7) imply

N∑
i=1

(
Z2Ni − E

(
Z2Ni

)) L1→ 0, (A.8)

which establishes the following convergence

N∑
i=1

Z2Ni
p→ 1, (A.9)

where
∑N

i=1E
(
Z2Ni

)
= 1. Moreover, we have

lim
N→∞

N∑
i=1

E (ZNi)
4 = 0. (A.10)

By Liapunov’s theorem (see Davidson (1994), Theorem 23.11) condition (A.10) is suffi cient for the

following equation to hold,

max
1≤i≤N

|ZNi|
p→ 0. (A.11)

Finally, equations (A.9) and (A.11) imply, using a martingale central limit theorem (Davidson

(1994), Theorem 24.3),

N∑
i=1

ZNi =
1

σ
√

1
N

∑N
i=1 cNi

1√
N

N∑
i=1

uiηi
D→ N (0, 1) . (A.12)

Note that 0 < 1
N

∑N
i=1 cNi = O (1), but it is not required that limN→∞

1
N

∑N
i=1 cNi exists.

Furthermore, we have

v̂
p→ σ2, (A.13)

N−
1
2

N∑
i=1

ui (ωi −wi)
′ a

p→ 0, (A.14)

and
X′X

N
−CN

p→ 0, (A.15)

where

CN =

(
N−1

∑N
i=1

[
E
(
a2i
)
− 2s̃′iΣωi + ω′iΣωi

]
O
(
N−1/2

)
O
(
N−1/2

)
1
N

∑N
i=1 cNi

)
, (A.16)

and s̃′i, for i = 1, 2, ..., N is N × 1 selection vector that selects the i-th element. Note that the
diagonal elements of CN are O (1) and bounded away from zero, whereas the off-diagonal elements

are O
(
N−1/2

)
. Therefore, CN is invertible for N suffi ciently large, and equation (A.15) implies

s′2

(
X′X

N

)−1
s2 −

(
1

N

N∑
i=1

cNi

)−1
p→ 0. (A.17)
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Equations (A.12), (A.14) and (A.13)-(A.17) establish Fxξ
d→ χ2 (1). This completes the part (a) of

this proof.

(b) Now suppose that Assumption 2.b holds instead of Assumption 2.a. It is useful to distinguish

between the following two cases: (i) γ = 0, and (ii) γ 6= 0. In the former case, E (Γ) = 0 and we

define ui in a similar way as in (A.1),

ui =
√
Nw′bia =

√
Nw′bi (ϑ+ Γf) =

√
Nw′bi (ϑ+Vγf) . (A.18)

The process w′biϑ = w′biRε is cross sectionally weakly dependent and, since the row and column

matrix norms of R are bounded in N (under Assumption 2.b), we have w′biϑ =Op
(
N−1/2

)
, and√

Nw′biϑ =Op (1). The process w′biVγ is also Op
(
N−1/2

)
under Assumption 2.b. It follows that

ui = Op (1) and the result (35) can be established using similar arguments as in the part (a) of this

proof. When γ 6= 0, define ui in the following way:

ui = w′bia = w′bi (ϑ+Vγf) + γ ′f . (A.19)

Since γ ′f = Op (1) and as established earlier w′bi (ϑ+Vγf) = Op
(
N−1/2

)
, ui continues to be

Op (1). The derivation of (35) can now be established using similar arguments as in the part (a) of

this proof.
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B An illustrative current account model

B.1 Assumptions

Suppose there are N countries in the world economy, indexed by i ∈ {1, 2, ..., N}. Each economy
consists of population Li ∈ R of homogenous consumers/workers. There is a single homogenous
good in the world, whose price is without loss of generality normalized to 1 while all other variables

are expressed in terms of this numeraire. Asset markets are complete. Each household faces the

following optimization problem.

Uit = max
{Ci,t+k,Si`,t+k}∞k=0

Et

∞∑
k=0

bku (Ci,t+k) (B.1)

subject to the budget constraint, which can be written following Gali and Monacelli (2005) as

Cit + Et {Mit,t+1Di,t+1} = Dit +Wit, (B.2)

where (due to symmetry) all households in economy i consumes the same amount Cit, Wit is

common wage earned by a household in country i, b is the discount factor and Di,t+1 represents

nominal payoff in period t+ 1 of the portfolio {Si`t}` held by a household in country i at the end
of period t (including shares) . Mit,t+1 is relevant stochastic discount factor,

Mit,t+1 = b
u′ (Ci,t+1)

u′ (Cit)

Pit
Pi,t+1

. (B.3)

Each firm produces the same homogenous good with labour being the only input. There is one rep-

resentative firm in every country. The production function of the representative firm for simplicity

is set equal to

Yit = AitLi, (B.4)

where the productivity Ait is treated as stochastic and exogenous. For the simplicity of exposition,

it is assumed that ait = ln (Ait) is stationary.

B.2 Market clearing

There are two types of markets: goods and asset markets. Market clearing in goods markets implies

that world consumption equals world output, in particular

N∑
i=1

CitLi =
N∑
i=1

Yit (B.5)

Complete asset markets implies perfect risk sharing of households:

ζiCit = ζjCjt (B.6)

where constants {ζi} are determined up to a constant of proportionality and they depend in general
on initial conditions regarding the net asset positions of households.
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B.3 Equilibrium

Substituting the implication of complete risk sharing of households given in equation (B.6) into

goods market clearing equation (B.5) establishes that individual consumption levels are proportional

to the world aggregate output.

Cit =
ζi
ζ1
C1t =

ζi
ζ1

YWt∑N
j=1

ζj
ζ1
Lj
, (B.7)

where YWt =
∑N

i=1AitLi is world aggregate output. The following equation for the current account

easily follows:

CAit = Yit − CitLi = Yit −
ζi
ζ1

YWt∑N
j=1

ζj
ζ1
Lj
Li. (B.8)

Let us denote the current account as a share of GDP as κit = CAit/Yit. Dividing both sides of

equation (B.8) by Yit, and using the approximation 1 +Xt = ln (Xt) and log-linear approximation

to world output, yields (ignoring without loss of generality the constant)

κit ≈ ait −
N∑
j=1

ωijajt, (B.9)

where ait = ln (Ait) = ln
(
Yit
Li

)
is the logarithm of real GDP per capita (in PPP terms), weights

{ωij} are given by

ωij =

{
φj
1−φi

for i 6= j

0 for i = j
, (B.10)

and φj is share of output in country j on world aggregate output in a steady-state,
10

φj =

[
Yjt
YWt

]
ss

. (B.11)

Remark 2 In this simple model, the correct aggregation weights {ωij} are related to GDP shares
on world output. Different assumptions, however, could lead to a different set of weights - i.e.

aggregation weights are model specific and thus unknown in practice. In empirical work, the trade

weights seems to be the most commonly used when applying the AFV data shrinkage.

10 If productivities were I (1) then they would have to be cointegrated across countries (for any two country pairs)
for steady-state shares φj to exist in this model.
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